
Tackling online disinformation

Why is the Commission proposing a Communication on online disinformation?

While technologies offer new and easy ways, notably through social media, to
disseminate information on a large scale and with speed and precision, they
can also be used as powerful echo chambers for disinformation campaigns.

Disinformation erodes trust in institutions and in digital and traditional
media and harms our democracies by hampering the ability of citizens to take
informed decisions. It can polarise debates, create or deepen tensions in
society and undermine electoral systems, and thus have a wider impact on
European security. It impairs freedom of opinion and expression, a
fundamental right enshrined in the Charter of Fundamental Rights of the
European Union. Freedom of expression encompasses respect for media freedom
and pluralism, as well as the right of citizens to hold opinions and to
receive and impart information and ideas “without interference by public
authorities and regardless of frontiers”. However, public authorities have a
duty to make citizens aware of and protect them against activities aimed at
deliberately manipulating their views and covertly influencing their
decisions.

The rise of disinformation and the gravity of the threat have sparked growing
awareness and concerns in civil society, both in EU Member States and
internationally. In a June 2017 Resolution, the European Parliament called
upon the Commission “to analyse in depth the current situation and legal
framework with regard to fake news and to verify the possibility of
legislative intervention to limit the dissemination and spreading of fake
content.”

That is why the Commission is today proposing a series of measures and self-
regulatory tools, such as an EU-wide Code of Practice on Disinformation with
the objective of producing measurable effects by October 2018. It also
proposes to enhance media literacy, and support of an independent network of
fact-checkers and tools to stimulate quality journalism.

What does the Commission expect from social media and online platforms?

There are growing expectations that online platforms should not only comply
with legal obligations under EU and national law, but also act with
appropriate responsibility, given their central role, so as to ensure a safe
online environment, protect users from disinformation, and offer users
exposure to different views.

The Commission calls upon platforms to decisively step up their efforts to
tackle online disinformation. It considers that self-regulation, provided
that it is effectively implemented and monitored, can contribute to these
efforts. The latter should not lead to any harmful consequences for the
technical functioning of the internet, and internet fragmentation should be
avoided.
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To this end, the Commission will support the development of an ambitious Code
of Practice aiming to achieve the following objectives:

Significantly improve the scrutiny of advertisement placements notably
in order to reduce revenues for purveyors of disinformation; and
restrict targeting options for political advertising;

Improve access to trustworthy information.

Ensure transparency about sponsored content relating to electoral and
policy- making processes;

Intensify and demonstrate the effectiveness of efforts to close fake
accounts;

Facilitate users’ assessment of content through indicators of the
trustworthiness of content sources and provide easily accessible tools
to report disinformation;

Establish clear marking systems and rules for bots and ensure their
activities cannot be confused with human interactions;

Empower users with tools enabling a customized and interactive online
experience so as to facilitate content discovery and access to different
news sources representing alternative viewpoints;

Ensure that new online services include safeguards against
disinformation;

Provide trusted fact-checking organisations and academia with privacy-
compliant access to platform data (notably via application programming
interfaces) to enable them to better analyse and monitor disinformation
dynamics, and better understand the functioning of algorithms

What are the actions to limit the role of troll, bots, etc. which are
actually responsible for the spread of fake news?

The Code of Practice should also cover bots by establishing clear marking
systems and rules for bots and ensuring their activities cannot be confused
with human interactions. Platforms are also expected to intensify and
demonstrate the effectiveness of efforts to close fake accounts.

What will happen to online platforms and social networks that will not follow
the suggested Code of Practice?



The Commission calls upon platforms to decisively step up their efforts to
tackle online disinformation. To this end, the Commission will support the
development of an ambitious Code of Practice of self-regulatory nature. The
Commission will assess the implementation of the Code of Practice, in broad
consultation with stakeholders and on the basis of key performance
indicators. Should the results prove unsatisfactory, the Commission may
propose further actions, including actions of a regulatory nature.

What is the Commission expecting from other players, such as traditional
media?

The Communication proposes an inclusive approach where there is broad
stakeholder involvement and the cooperation of public authorities, online
platforms, advertisers, trusted flaggers, journalists and media groups.

Since many aspects of disinformation remain insufficiently analysed and
access to online platforms’ data is still limited, the Communication foresees
additional data gathering, analysis and monitoring by fact-checkers and
academic researchers.

On the other hand, it also recommends further media literacy activities by
civil society and fact checkers.

It also recognises the need to take action to further support Europe’s
quality media in the digital environment, reinforce trust in the key societal
and democratic role of quality journalism both offline and online, and
encourage quality news media to explore innovative forms of journalism.

The Commission multi-stakeholder forum on disinformation to be convened will
also provide a framework for efficient cooperation between relevant
stakeholders, including online platforms, the advertising industry and major
advertisers, media and civil society representatives, and will secure a
commitment to coordinate and scale up efforts to tackle disinformation.

Why does the Commission think that self-regulation for online platforms is
the right approach to tackle the issue?

Online disinformation is a new, multi-faceted and fast developing issue that
requires immediate action. Therefore, self-regulation is considered the most
appropriate way for online platforms to implement swift action to tackle this
problem, in comparison to a regulatory approach that would take a long time
to be prepared and implemented and might not cover all actors. The objective
is for this self-regulatory effort to produce measurable effects by October
2018.

Should the self-regulatory approach fail, the Commission may propose further
actions, including regulatory ones targeted at a few platforms. Such actions
should in any case strictly respect freedom of expression.

Why does the Communication propose an Online Platform on Disinformation?

As a first step, the Commission will support the creation of an independent
European network of fact-checkers to establish common working methods,



exchange best practices, achieve the broadest possible coverage across the
EU, and participate in joint fact-checking and related activities.

As a second step, the Commission will launch a secure European online
platform on disinformation to support the network of fact-checkers and
relevant academic researchers.

The platform should offer cross-border data collection and analysis tools, as
well as access to EU-wide data. This will enable the network members to act
as trusted flaggers. It will also facilitate deeper understanding of online
disinformation and formulation of evidence-based strategies for further
limiting its spread.

Who will be part of the independent network of fact-checkers?

The network will gather fact-checkers operating on the basis of high
standards, such as the International Fact-Checking Network Code of
Principles. These principles foresee commitment to non-partisanship and
fairness, transparency of sources and of funding, transparency of
methodology, and open and honest corrections. The Commission will not
interfere with the activity of the network but only provide operational
support.

Does the Communication suggest new ways of supporting quality journalism?

Quality news media – including public media – and journalism play an
important role in providing citizens with high quality and diverse
information. By ensuring a pluralistic and diverse media environment, they
can uncover, counterbalance, and dilute disinformation.

As part of the ongoing Commission support for the provision of information on
EU affairs from a pan-European point of view, a new call will be launched in
2018 for the production and dissemination of quality news content on EU
affairs through data-driven news media.

The Commission will support initiatives promoting media freedom and
pluralism, quality news media and journalism. Journalists must have the right
digital skills to be able to use data and social media analytics, with a view
to enhancing fact-finding and verification.

EU Member States are encouraged to consider horizontal aid schemes to address
market failures hampering the sustainability of quality journalism, as well
as support measures for specific activities, such as training for
journalists, service and product innovation.

Does the Commission foresee any action to support the use of new technologies
to address the issue?

The Communication recognises the key role of emerging technologies which are
changing the way information is produced and disseminated, and have the
potential to play a central role in tackling disinformation over the longer
term. For instance:

https://www.poynter.org/international-fact-checking-network-fact-checkers-code-principles
https://www.poynter.org/international-fact-checking-network-fact-checkers-code-principles


Artificial intelligence, subject to appropriate human oversight, will be
crucial for verifying, identifying and tagging disinformation;

Technologies for media to enable customisable and interactive online
experiences can help citizens discover content and identify
disinformation;

Innovative technologies, such as blockchain, can help preserve the
integrity of content, validate the reliability of information and/or its
sources, enable transparency and traceability, and promote trust in news
displayed on the Internet. This could be combined with the use of
trustworthy electronic identification, authentication and verified
pseudonyms;

Cognitive algorithms that handle contextually-relevant information,
including the accuracy and the quality of data sources, will improve the
relevance and reliability of search results.

The Commission will make full use of the Horizon 2020 Work Programme to
support research activities on tools and technologies such as artificial
intelligence and blockchain that can contribute to a better online
space, increasing cybersecurity and trust in online services.

To address the issue of fake accounts, the Commission will explore the
feasibility of setting up voluntary systems to allow greater
accountability based on electronic identification and authentication
scheme. Together with others actions aimed at improving traceability
online (improving the functioning, availability and accuracy of
information on IP and domain names in the WHOIS system and promoting the
uptake of the IPv6 protocol), this would also contribute to limiting
cyberattacks.

What will the Commission do to improve the media literacy of online users?

The Commission will organise a European Week of Media Literacy to strengthen
cross-border cooperation among relevant organisations, highlight the
importance of teaching digital and media literacy skills and ensure that
interactions with media and on social networks are positive and enriching

Critical thinking, analysing media items, and interpreting messages lead to
more knowledgeable citizens and empower the next generation, leading to new
forms of self-expression and communication, and richer participation in
society.

The Commission will continue to support initiatives such as the Digital
Opportunity traineeship, which aim to strengthen digital skills and awareness
of European citizens – in particular, the younger generation – and promoting
common values and inclusion.

https://ec.europa.eu/digital-single-market/en/news/commissioner-gabriel-launches-first-digital-opportunity-traineeships-and-hands-out-digital
https://ec.europa.eu/digital-single-market/en/news/commissioner-gabriel-launches-first-digital-opportunity-traineeships-and-hands-out-digital


The Commission also encourages Member States to mobilise resources and
include in their educational policies digital citizenship, media literacy,
the development of critical-thinking skills for the online environment, and
awareness-raising activities on disinformation and online amplification
techniques.

Furthermore, the Commission will encourage fact-checkers and civil society
organisations to provide educational material to schools and educators and
include targeted initiatives on disinformation online in the
#SaferInternet4EU Campaign.

Would the measures that the Commission is proposing prevent illicit data
mining as seen in the recent Cambridge Analytica files?

The Communication does not directly address the problem of third party access
to users’ data. However, the action proposed by the Communication complements
the General Data Protection Regulation (GDPR), which will apply across the EU
as from 25 May 2018, and which will strengthen protection of the personal
data of users of online platforms.

The media literacy actions foreseen in the Communication should increase
awareness among users about the functioning of the algorithms and advertising
models on social media.

The Code of Practice committing online platforms and the advertising industry
should also ensure transparency about sponsored content, in particular
political and issue-based advertising that could influence public opinion.
This should be complemented by repositories where comprehensive information
about sponsored content is provided, such as the actual sponsor identity,
amounts spent and targeting criteria used. Similar mechanisms should be put
in place so that users understand why they have been targeted by a given
advertisement.

Empowering users is also an objective of the new ePrivacy rules that the
Commission proposed in 2017. The aim is that all people and businesses in the
EU enjoy the same level of protection of their electronic communications. In
addition, the rules would enhance transparency regarding privacy settings and
provide effective control of users’ device information.

What will the Commission do to tackle the problem of online disinformation in
view of the European elections in 2019?

During election campaigns the phenomenon of fake news and online
disinformation is particularly visible. It can impact voters’ choices which
means we need to be particularly vigilant. 

With a view to the 2019 European Parliament elections, the Commission has
encouraged the competent national authorities to identify best practices for
the identification, mitigation and management of risks to the electoral
process from cyberattacks and disinformation (Commission Recommendation of
14.2.2018 on enhancing the European nature and efficient conduct of the 2019
elections to the European Parliament). 

https://ec.europa.eu/commission/priorities/justice-and-fundamental-rights/data-protection/2018-reform-eu-data-protection-rules_en
https://ec.europa.eu/digital-single-market/en/proposal-eprivacy-regulation
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AL%3A2018%3A045%3ATOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AL%3A2018%3A045%3ATOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AL%3A2018%3A045%3ATOC


In the Cooperation Group established under the Directive on the security of
Network and Information Systems (NIS Directive), Member States have started
to map existing European initiatives on cybersecurity of network and
information systems used for electoral processes, with the aim of developing
voluntary guidance.

The Commission will provide all the necessary support, together with the
European Union Agency for Network and Information Security, to the work that
the NIS Cooperation Group is carrying out on the cybersecurity of elections.
By the end of 2018, the Group should deliver practical recommendations and
measures that can be implemented by Member States to secure their election
life-cycle.

The Commission will also organise a high-level conference with Member States
on cyber-enabled threats to elections in late 2018, through its Task Force on
the Security Union.

How does the Communication match the work of the East StratComm Task Force?

The two initiatives are independent but complementary as they will both
address disinformation campaigns within and outside the EU. 

The EEAS East StratCom Task Force was set up by the High Representative/Vice-
President Federica Mogherini in 2015 on the mandate of the European Council
“to challenge Russia’s ongoing disinformation campaigns“. The Task Force is
communicating the EU’s policies towards its eastern neighbourhood;
strengthening the overall media environment in the eastern neighbourhood,
including support for media freedom and strengthening independent media; and
improving the EU’s capacity to forecast, address and raise awareness of pro-
Kremlin disinformation activities. In the area of disinformation, the Task
Force reports on and analyses disinformation trends, explains and rebuts
disinformation narratives, and raises awareness of disinformation. 

In cooperation with the European Union External Action (EEAS), the Commission
will strengthen its strategic communication capability by first reinforcing
the coordination of its communication activities aiming at tackling
disinformation.

The Commission and EEAS will explore further options to develop strategic
communications responses and other mechanisms, together with Member States,
to build resilience as well as counter systematic disinformation campaigns
and hybrid interference by foreign governments towards citizens and other
entities in the EU.

The Commission, in cooperation with the EEAS, will report in June on the
progress made so far in hybrid threats, including cybersecurity, strategic
communication and counter intelligence areas. What are the next steps?

The Commission will shortly convene a multi-stakeholder forum to provide
a framework for efficient cooperation among relevant stakeholders,
including online platforms, the advertising industry and major
advertisers, media and civil society representatives, and to secure a

https://eeas.europa.eu/headquarters/headquarters-homepage/2116/-questions-and-answers-about-the-east-
http://data.consilium.europa.eu/doc/document/ST-11-2015-INIT/en/pdf


commitment to coordinate and scale up efforts to tackle disinformation.
The forum’s first output should be an EU–wide Code of Practice on
Disinformation to be published by July 2018, with a view to having a
measurable impact by October 2018.

In parallel, the Commission will support the creation of an independent
European network of fact-checkers before the summer to establish common
working methods, exchange best practices, achieve the broadest possible
coverage across the EU, and participate in joint fact-checking and
related activities.

The Commission will also launch a secure European online platform on
disinformation in September to support the network of fact-checkers and
relevant academic researchers. Access to data will be privacy-compliant.

In parallel, the Commission will launch as soon as possible a study to
examine the applicability of EU rules and possible gaps in relation to
the identification of online sponsored content.

By December 2018, the Commission will report on the progress made. The
report will also examine the need for further action to ensure the
continuous monitoring and evaluation of the outlined actions. 

For More Information

Press release: Tackling online disinformation: Commission proposes an EU-wide
Code of Practice

Factsheet: Tackling the spread of disinformation online

Commission sets new standards on
transparency and fairness for online
platforms

Why is the Commission proposing a Regulation to increase fairness and
transparency for online platforms?

Online platforms offer access to cross-border consumer markets and have
become the go-to interface for millions of businesses, big and small, in
sectors ranging from online retailing, professional services and app
development, to transport and hospitality.

http://europa.eu/rapid/press-release_IP-18-3370_en.htm
http://europa.eu/rapid/press-release_IP-18-3370_en.htm
https://ec.europa.eu/digital-single-market/news-redirect/624276
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Online search engines and platforms generate the vast majority of internet
traffic for big businesses as well as SMEs. However, the current position of
the online platforms as intermediators of business customer relationships
allows them to engage in unfair trading practices that can cause significant
economic harm to the businesses that use them. 46% of business users surveyed
in a study noted problems in their relationships with such platforms, 21% of
which experience these problems often. Additionally, 75% of heavy users (i.e.
users generating more than 50% of their turnover via online platform
intermediaries) are far more likely to experience problems and 33% of them
experience these problems often.

Moreover, the online visibility of small businesses can depend on their
position in search results, whether on online platform intermediaries or in
the results of general online searches. 66% of EU SMEs surveyed explain that
their position in search results has a significant impact on their sales.

What does the proposed Regulation aim to achieve?

The proposal aims to establish a fair, trusted and innovation-driven
ecosystem in the online platform economy in the EU and contribute to a
strengthened, better-functioning Digital Single Market in terms of
innovation, competitiveness, growth and jobs.

Granting businesses more predictability in their relationships with
platforms, as well as giving access to effective means to address problems,
will encourage their use of online platforms as a means to grow their
business. Clearer rules at EU level should provide platforms with a
predictable regulatory environment and enable them to scale-up in a less
fragmented Single Market.

Which online platform intermediaries are in the scope of the Regulation?

The Regulation covers online platform intermediaries and general online
search engines that provide their services to businesses established in the
EU and that offer goods or services to consumers located in the EU. A
consumer may, for example, directly subscribe to an online service on a
platform (e.g. download an app), she/he may be redirected to the website of
an airline, or use a platform to locate a physical restaurant or shop in
his/her proximity (e.g. by using Google’s My Business).

Such online platform intermediaries include third-party e-commerce market
places (e.g. Amazon Marketplace, eBay, Fnac Marketplace etc.), app stores
(e.g. Google Play, Apple App Store, Microsoft Store etc.), social media for
business (e.g. Facebook pages, Instagram used by makers/artists etc.) and
price comparison tools (e.g. Skyscanner, Google Shopping etc.). Whereas
online platform intermediaries are covered to the extent that they have a
contractual relationship with both the businesses trading via them and the
consumers using them, general online search engines are covered irrespective
of whether they have a contractual relationship.

The proposal excludes online advertising and payment services that do not
intermediate direct transactions between businesses and consumers, as well as

https://publications.europa.eu/en/publication-detail/-/publication/04c75b09-4b2b-11e7-aea8-01aa75ed71a1/language-en
http://ec.europa.eu/information_society/newsroom/image/document/2016-24/fl_439_en_16137.pdf


intermediaries that operate between businesses only.

Which online search engines are in the scope of the Regulation?

General online search engines that facilitate web searches based on a query
on a subject and provide links corresponding with the search request (e.g.
Google Search, Seznam.cz, Yahoo!, DuckDuckGo, Bing etc.).

What does this Regulation bring to EU businesses?

The proposal ensures that businesses operating on online intermediation
services and general online search engines have greater legal certainty and
clarity on what rules govern their relationships with these platforms and how
to resolve potential disputes.

Firstly, businesses will be made aware of the principles that affect their
ranking position in general online search results or in the search results on
a particular online intermediation platform. In the case of online
intermediation platforms, this also includes the circumstances under which
businesses can influence their ranking position, for example, through
payments of additional commissions. Additionally, these businesses will also
be informed on how online intermediation platforms treat and rank goods or
services offered by themselves compared to other “external” businesses, on
the type of data that will be shared with them (i.e. data which businesses or
consumers provide when using the online intermediation services), and why
they may be restricted from offering goods and services on different
conditions through other intermediation platforms.

Secondly, businesses will also now have clarity on when their use of an
online intermediation platform can be suspended or terminated, including
delisting and removing of goods and services from search results. They will
also be informed about the reasons should a platform decide to do so. 

Finally, the Regulation also provides effective and quick means to resolve
disputes between businesses and online platform intermediaries. This includes
for online platform intermediaries the obligation to establish internal
complaints handling systems by the larger platforms or through mediation in
the cases of smaller enterprises. In addition, in cases of court disputes,
the Regulation now enables businesses to be represented by associations or
organizations in cases against online platform intermediaries or online
search engines with the requirements of the Regulation.

What will online platform intermediaries and general online search engines
need to do?

The Commission proposes a co-regulatory approach requiring online platform
intermediaries and online search engines to comply with legal obligations and
encourages them to take voluntary complimentary steps.

Online platform intermediaries are required to make their standard terms and
conditions more transparent, and easily available. The terms and conditions
will now have to state the reasons for suspending or terminating a business’
account. In addition, they will need to include a description of any



differentiated treatment given to goods or services offered by the platforms
themselves, the access the platform gives to personal or other data which
businesses or consumers provide through them, and how they may restrict the
ability for those that use their platform to offer different conditions
through other means (so called ‘most favoured nation’ clauses). Any changes
to terms and conditions will have to be announced and businesses given a
reasonable time to adjust before the changes come into effect.

Should an online platform intermediary decide to suspend or terminate a
business’ account, including the delisting of individual goods or services or
effectively removing them from search results, it is required to provide a
statement of reasons to the business concerned.

Both online platform intermediaries and online search engines will need to
set out their general policy on ranking of businesses in search results in
their terms and conditions or in a publically available description.

Online platform intermediaries will be required, unless they are a micro or
small enterprise (i.e. less than 50 staff members and generating less than
€10 million turnover), to have in place an internal complaints handling
system and to report annually to the general public on its functioning (e.g.
number of complaints, their subject matter, time taken to process complaints
and the decision taken). In addition, all online platform intermediaries
shall need to name at least one mediator with whom they are willing to engage
in settling disputes out of court.

Why are small enterprises with less than 50 staff members and generating less
than €10 million turnover exempted from the obligation to set up internal
complaint handling mechanisms?

The internal complaint-handling mechanism entails higher compliance costs
compared to the other measures proposed in the Regulation. The exemption of
undertakings that qualify as a small enterprise under the EU SME definition
will ensure that no disproportionate regulatory burden is imposed on platform
businesses during the startup and scale up phases of their development.

The work carried out under the EU Observatory of the online platform economy
(see further below) will allow monitoring the efficiency of the proposed
exemption. Given the fast moving nature of the platform environment, it is
important to adjust this exemption if appropriate. The monitoring work will
ensure that the exemption proposed is properly capturing those platforms
which display the specificities underlying the platform-to-business issues
identified.

What will be the benefits for consumers?

Though the proposal concerns consumers only indirectly, they are likely to
benefit from the overall positive effects of the new rules. By improving
trust, predictability and legal certainty in the online business environment,
the use of online intermediation platforms is expected to lead to an increase
in the number of businesses active on them. This is likely to expand consumer
choice and services, increasing the online business competition and leading



to better quality and lower prices of goods and services for the consumer.

How does this Regulation relate to national laws? If there is no
harmonisation of these rules, how does this initiative help?

The instrument chosen is a directly applicable Regulation, preventing Member
States from setting additional rules in the areas explicitly covered by the
Regulation. The Regulation constitutes a maximum harmonisation tool which
applies exclusively in relation to the transparency and redress obligations
which it establishes.

The Regulation only applies to the contractual relationships between
platforms and businesses, excluding commercial practices law pertaining to
general business-to-business relations. Member States’ fairness standards
that are independent from contractual relationships would therefore continue
to apply. In this way, the fairness standards of the Member States and this
Regulation will be to a large extent complementary. Additionally, the
Commission will closely cooperate with Member States to ensure that the
enforcement of the proposed Regulation is proportionate and limited to the
platforms in the scope. Finally, the EU Observatory on the Online Platform
Economy will evaluate the need for more specific, sectoral rules.

Why does the Commission create a new Regulation instead of relying on the
existing EU competition law?

EU Competition lawaddresses anticompetitive behaviour and mergers. The
trading practices described in Section 2.1.1 do not necessarily have an
anticompetitive object or effect under Article 101 of the Treaty on the
Functioning of the European Union (TFEU). In order for the rules against the
abuse of dominance pursuant to Article 102 TFEU to apply, the respective
platforms must be dominant in the relevant market. As a result, competition
law at EU or national level does not necessarily address the type and breadth
of platform-to-business issues targeted by the present Regulation, which
will, therefore, aim at complementing the enforcement of EU competition law.

Why does the Commission not leave it up to the individual unfairness laws of
the Member States?

Existing or envisaged measures of Member States neither cover the whole set
of potentially harmful trading practices nor the range of online platform
intermediaries that can engage in them.

The emergence of national laws demonstrates that Member States increasingly
recognise that existing rules do not sufficiently address the harmful
practices used by online platform intermediaries. However, national laws may
be diverse or even conflicting. Leaving the regulation of the intrinsically
cross-border online economy to Member States risks leading to the very
fragmentation of the internal market that this proposal aims to prevent.

Why does the Commission create a new Regulation instead of extending the
existing consumer law instruments to B2B?

The consumer law instruments were not considered appropriate to deal with



business-to-business relations. This is because extending consumer law to
platform-specific business-to-business issues would be disproportionate, as
these instruments would inherently extend beyond online platforms, to all
traders. Consumer law addresses practices that consumers face vis-à-vis all
businesses in their commercial relationships, including online platform
intermediaries acting as traders.

Regarding the protection of consumer rights on online platforms, the
Commission has just adopted a proposal for the New Deal for Consumers to
update relevant consumer legislation, including the Unfair Commercial
Practices Directive (UCPD) and the Consumer Rights Directive (CRD). The New
Deal for Consumers proposes the introduction of an obligation for online
market places to inform consumers of the main parameters determining ranking
of offers presented as a result of their search query. In this sense, this
targeted transparency obligation complements the aims of the proposed
Regulation on online platforms but is too broad to be extended to online
businesses.

What is the evidence-base used for preparing the Regulation?

The proposed Regulation is based on a wide-ranging fact-finding exercise.
This includes a public consultation, several studies (including one which
surveyed over 3,500 companies), workshops with online platforms and business
users,  bilateral discussions with stakeholders, talks with representatives
of Member States, and internal research on the legal and economic aspects of
online platforms and their business-to-business practices.

How will the Commission ensure that the proposed Regulation remains fit for
purpose?

The Commission today adopted a decision setting up a group of experts that,
together with a dedicated team of Commission officials, will form the EU
Observatory of the online platform economy. The group will be composed of
independent experts in the field of the online platform economy who will be
selected through a public call for applications. The group will meet at least
four times a year and provide the Commission with advice and expertise on the
evolution of the online platform economy.

It will monitor market trends and opportunities and the evolution of
potentially harmful practices as well as the development of national policy
and regulatory approaches. Its work will focus on issues such as algorithmic
decision-making and ranking, data access and use, remuneration of material
displayed online, business-to-business commercial relations in online
advertising, alleged discriminatory practices of service providers towards
users andrestrictions on users to offer different conditions on other
distribution channels.

This monitoring exercise will inform public policy makers about the
opportunities and challenges arising from the online platform economy and
specifically inform the review of the proposed Regulation three years after
its entry into force.

http://www.ipex.eu/IPEXL-WEB/dossier/document/COM2018185FIN.do
https://ec.europa.eu/digital-single-market/en/news/full-report-results-public-consultation-regulatory-environment-platforms-online-intermediaries
https://ec.europa.eu/digital-single-market/en/node/84736/draft#useful-links
https://ec.europa.eu/digital-single-market/en/news/online-platforms-points-view-and-exchanges-workshop-report


For More Information

Press Release

Communication and other useful links

Tackling online disinformation:
Commission proposes an EU-wide Code of
Practice

The recent Facebook/Cambridge Analytica revelations demonstrated exactly how
personal data can be exploited in electoral contexts, and are a timely
reminder that more is needed to secure resilient democratic processes. Today
the European Commission is taking steps forward in the fight against
disinformation to ensure the protection of European values and security.

Vice-President for the Digital Single Market Andrus Ansip said:
“Disinformation is not new as an instrument of political influence. New
technologies, especially digital, have expanded its reach via the online
environment to undermine our democracy and society. Since online trust is
easy to break but difficult to rebuild, industry needs to work together with
us on this issue. Online platforms have an important role to play in fighting
disinformation campaigns organised by individuals and countries who aim to
threaten our democracy.”

Commissioner Mariya Gabriel, Commissioner for Digital Economy and Society,
said: “We are calling on all actors, in particular platforms and social
networks who have a clear responsibility, to act on the basis of an action
plan aiming at a common European approach so that citizens are empowered and
effectively protected against disinformation. We will closely monitor the
progress made and may propose further actions by December, including measures
of regulatory nature, should the results prove unsatisfactory.”

Commissioner for the Security Union Sir Julian King said: “The weaponisation
of on-line fake news and disinformation poses a serious security threat to
our societies. The subversion of trusted channels to peddle pernicious and
divisive content requires a clear-eyed response based on increased
transparency, traceability and accountability. Internet platforms have a
vital role to play in countering the abuse of their infrastructure by hostile
actors and in keeping their users, and society, safe.”

Based on the independent report published in March 2018 by the High-Level
Group on Fake News and Online Disinformation as well as wider consultations
carried out over the past six months, the Commission defines disinformation
as “verifiably false or misleading information that is created, presented and
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disseminated for economic gain or to intentionally deceive the public, and
may cause public harm”.

In the latest Eurobarometer survey, 83% of respondents said that fake news
represents a danger to democracy. Respondents were particularly concerned by
intentional disinformation aimed at influencing elections and immigration
policies. The survey also emphasised the importance of quality media:
respondents perceive traditional media as the most trusted source of news
(radio 70%, TV 66%, print 63%). Online sources of news and video hosting
websites are the least trusted source of news, with trust rates of 26% and
27% respectively.

The European Commission’s Joint Research Centre has published a study on fake
news and disinformation. It points out that two thirds of consumers of online
news prefer to access it through algorithm-driven platforms such as search
engines and news aggregators, and social media websites. It also states that
market power and revenue streams have shifted from news publishers to
platform operators who have the data to match readers, articles and ads.

Measures to tackle disinformation online

To address these concerns and trends, the Commission is proposing a series of
measures to tackle disinformation online. These include:

A Code of Practice on Disinformation: By July, and as a first step,
online platforms should develop and follow a common Code of Practice
with the aim of:

Ensuring transparency about sponsored content, in particular
political advertising, as well as restricting targeting options for
political advertising and reducing revenues for purveyors of
disinformation;

Providing greater clarity about the functioning of algorithms and
enabling third-party verification;

Making it easier for users to discover and access different news
sources representing alternative viewpoints;

Introducing measures to identify and close fake accounts and to
tackle the issue of automatic bots;

Enabling fact-checkers, researchers and public authorities to
continuously monitor online disinformation;

An independent European network of fact-checkers: this will establish
common working methods, exchange best practices, and work to achieve the
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broadest possible coverage of factual corrections across the EU; they
will be selected from the EU members of the International Fact Checking
Network which follows a strict International Fact Checking NetworkCode
of Principles;

A secure European online platform on disinformation to support the
network of fact-checkers and relevant academic researchers with cross-
border data collection and analysis, as well as access to EU-wide data;

Enhancing media literacy: Higher level of media literacy will help
Europeans to identify online disinformation and approach online content
with a critical eye.To this end, the Commission will encourage fact-
checkers and civil society organisations to provide educational material
to schools and educators and organise a European Week of Media Literacy;

Support for Member States in ensuring the resilience of elections
against increasingly complex cyber threats, including online
disinformation and cyber attacks;

Promotion of voluntary online identification systems to improve the
traceability and identification of suppliers of information and promote
more trust and reliability in online interactions and in information and
its sources;

Support for quality and diversified information: The Commission is
calling on Member States to scale up their support of quality journalism
to ensure a pluralistic, diverse and sustainable media environment. The
Commission will launch a call for proposals in 2018 for the production
and dissemination of quality news content on EU affairs through data-
driven news media;

A Coordinated Strategic Communication Policy, drafted by the Commission
services, combining current and future EU initiatives on online
disinformation with those of Member States, will set out outreach
activities aimed at countering false narratives about Europe and
tackling disinformation within and outside the EU.

Next steps

The Commission will shortly convene a multi-stakeholder forum to provide a
framework for efficient cooperation among relevant stakeholders, including
online platforms, the advertising industry and major advertisers, and to
secure a commitment to coordinate and scale up efforts to tackle
disinformation. The forum’s first output should be an EU–wide Code of
Practice on Disinformation to be published by July 2018, with a view to
having a measurable impact by October 2018. 
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By December 2018, the Commission will report on the progress made. The report
will also examine the need for further action to ensure the continuous
monitoring and evaluation of the outlined actions.

Background information

In his mission letter of May 2017, the President of the European Commission
Jean-Claude Juncker tasked Commissioner for the Digital Economy and Society
Mariya Gabriel with outlining the challenges that online platforms create for
our democracies with regard to disinformation and initiating an EU response
to these challenges.

In February 2018, the Commission adopted a list of recommendations looking
ahead to the 2019 elections to the European Parliament calling for:
“competent national authorities […] to identify, based on the experiences of
Member States, best practices in the identification, mitigation and
management of risks to the electoral process from cyberattacks and
disinformation”.

A High Level Expert Group on Fake News (HLEG) advised the Commission on
tackling online disinformation. The Group’s conclusions and recommendations
were published on 12 March 2018.

Prior to these initiatives, the European Union was already active in the
fight against disinformation: in 2015, the East StratCom Task Force, under
High Representative/Vice-President Mogherini’s responsibility, was set up
following a decision of the European Council in March 2015, in order “to
challenge Russia’s ongoing disinformation campaigns“. The Task Force has
operated within the European External Action Service since September 2015,
effectively communicating the EU’s policies towards its eastern
neighbourhood; strengthening the overall media environment in the eastern
neighbourhood, including providing support for media freedom and
strengthening independent media; and improving the EU’s capacity to forecast,
address and raise awareness of pro-Kremlin disinformation activities.

For More Information

Questions and answers

Factsheet: Tackling the spread of disinformation online

Public Consultation (synopsis report)

Eurobarometer (full report)

JRC Report

Report of the High Level Expert Group on Fake news & disinformation

General information on EU actions to tackle fake news

Factsheet on the East StratCom Task Force
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1.    The Second Brussels Conference on “Supporting the Future of Syria and
the Region” took place on 24-25 April 2018. It was hosted by the European
Union and co-chaired by the United Nations.

2.    One year after Brussels I, and following the previous three pledging
conferences in Kuwait as well as the London Conference in 2016, the
Conference renewed and strengthened the political, humanitarian and financial
commitment of the international community to support the Syrian people, the
neighbouring countries, and the communities most affected by the conflict.
Brussels II brought together 86 delegations including 57 States, 10
representatives of regional organisations and International Financial
Institutions (IFIs) as well as 19 UN agencies. More than 250 Non-Governmental
Organisations (NGOs) were also associated throughout the preparations and the
two days of the Conference.

3.    The former co-chairs of Brussels I: Germany, Kuwait, Norway, Qatar and
the United Kingdom (UK) brought substantial input to the preparations and the
proceedings of the Conference. Jordan and Lebanon were closely associated, in
a spirit of partnership and in full acknowledgement of their tremendous
efforts since the beginning of the Syrian conflict. Turkey also provided
important contributions, both as the country hosting the largest number of
Syrian refugees and as a key regional actor.

4.    Civil society and NGOs were very closely and substantially associated
to Brussels II and its preparations, including through extensive
consultations with NGOs implementing humanitarian and resilience programmes
in the region. The first day of the Conference was devoted to a high-level
dialogue with representatives from 164 NGOs, including 15 from Syria and 72
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from the three main refugee-hosting countries.

5.    In addition, Syrian Civil Society Organisations (CSOs) from across
Syria and neighbouring countries discussed their role in the future of Syria
in a closed-door side event undertaken by the EU and the Office for the
Special Envoy for Syria. The CSOs’ views were further presented during the
ministerial plenary on 25 April. The international community, and the EU in
particular, will continue to work with Syrian civil society as essential
stakeholders towards reaching a peaceful solution to the conflict and in its
legitimate aspirations to contribute to the country’s future.

6.    Syria’s artistic community was also given prominence through a string
of cultural events, including a Syrian art space, “Tourab”, that ran for ten
days in central Brussels around the dates of the Conference. These events
were meant as a tribute to the remarkable individual efforts of the Syrians
since the start of the conflict.

7.    The Conference reaffirmed that only an inclusive, comprehensive and
genuine political solution in accordance with UNSCR 2254 and the Geneva
Communiqué, that meets the legitimate aspirations of the Syrian people for
dignity and freedom will ensure a sustainable end to the Syrian conflict,
prevent regional escalation and a return of ISIL/Da’esh, and guarantee a
peaceful and prosperous future for Syria and the region. It reiterated the
international community’s commitment to Syria’s sovereignty, independence,
unity and territorial integrity, and safety and security for all citizens.
Participants stressed the importance of women’s engagement in the political
process, including through their adequate representation within the
delegations of parties to the conflict.

8.    The humanitarian and resilience needs of people inside Syria and in the
region remain enormous. Current UN appeals are severely underfunded. In 2018,
the UN-coordinated appeal for Syria requests to cover assistance and
protection needs inside Syria amounts to US$ 3.51 billion. In addition,
through the Regional Refugee and Resilience Plan (3RP), an appeal of US$ 5.6
billion, inclusive of US$ 1.2 billion already committed, is required to
support refugee and host community humanitarian and resilience related
assistance in Turkey, Lebanon, Jordan, Iraq and Egypt.

9.    The Conference acknowledged the continuing generosity of neighbouring
host countries and their communities in providing refuge to millions of
displaced people. Participants pledged, for both Syria and the region, $ 4.4
billion (€ 3.5 billion) for 2018, as well as multi-year pledges of $ 3.4
billion (€ 2.7 billion) for 2019-2020. In addition, some international
financial institutions and donors announced around $ 21.2 billion (€17.2
billion) in loans, of which elements are on concessional terms. The
Conference noted that pledges made at Brussels I in 2017 had been largely
fulfilled, and in some cases excedeed. Co-chairs and main donors agreed to
widen the resource base and ensure greater predictability, coherence and
effectiveness of the aid. The attached fundraising annex sets out the pledges
made at this Conference.

Political



10.    The Conference expressed its strong support for the work of the UN
Special Envoy for Syria in his mandate to facilitate the political process,
with a view to a lasting political settlement based on the Geneva Communiqué
and the full implementation of relevant UNSC Resolutions, including UNSCR
2254 (2015). It welcomed the twelve “Living Intra-Syrian essential
principles” developed as commonalities in the Geneva process, offering a
perspective of a vision of a future Syria that can be shared by all. It also
welcomed the parameters on the constitutional and electoral baskets and the
importance of a safe, calm and neutral environment, as outlined by the UN
Special Envoy for Syria in his Security Council Briefing on 19 December 2017.
Participants gave their full support to the Special Envoy’s efforts to
facilitate, in consultation with all concerned, the implementation of the
Sochi Final Statement (as circulated to the Security Council on 14 February
2018) for the establishment of a Constitutional Committee for Syria in
Geneva, under UN auspices and in accordance with UNSCR 2254 (2015).

11.    The Conference reiterated the importance of preventing and combating
terrorism in Syria in accordance with relevant United Nations Security
Council resolutions. They took note of considerable progress in military
operations to combat ISIL/Da’esh since the last Brussels Conference, while
underscoring the continuing need to combat terrorism in accordance with
international law. Efforts to combat terrorism do not supersede other
obligations under international law

12.    The co-chairs expressed their strong condemnation of the use of
chemical weapons by any party to the conflict and under any circumstances.
Their use is abhorrent and a clear violation of international law. It is very
important that any alleged use be followed by an impartial, independent and
effective investigation. Ensuring accountability for the use of chemical
weapons is our responsibility, not least to the victims of such attacks. Co-
chairs called upon all participants to use their influence to prevent any
further use of chemical weapons.

Humanitarian

13.    Violence and human suffering have increased in Syria, with military
escalation by parties to the conflict further increasing to an alarming
extent in 2018. The civilian population has continued to endure the bulk of
the suffering caused by the conflict, including severe, constant and blatant
violations of International Humanitarian Law (IHL) and human rights law, in
particular: deliberate and indiscriminate attacks on civilians and civilian
infrastructure, reported and ongoing use of chemical weapons, forced
displacement, arbitrary detention, enforced disappearances, and torture,
including sexual exploitation and abuse and gender-based violence. More than
12 million people have now been displaced, including more than 5.6 million
refugees hosted in neighbouring countries and 6.6 million displaced inside
Syria. Nearly 13.1 million people, almost half of whom are children, urgently
need humanitarian assistance and protection inside the country.

14.    The co-chairs, together with all participants, reiterated their
appreciation for Kuwait’s and Sweden’s efforts in drafting UNSC Resolution
2401 (2018) and called for its immediate and full implementation, as well as



all other relevant resolutions on Syria. They urged all parties to the
conflict to strictly adhere to their obligations under IHL. Attacks against
civilians, humanitarian workers as well as any civilian infrastructure,
particularly health facilities and schools, violate the most basic human
rights, may amount to war crimes under international law, and must stop
without delay. They also requested that humanitarian mine action programming
be accelerated as a matter of urgency.

15.    The Conference reconfirmed the importance of delivering needs-based
humanitarian assistance to all civilians, in line with humanitarian
principles of humanity, neutrality, impartiality and independence.
Participants stressed the critical link between protection and access. They
called for unconditional, unimpeded and sustained humanitarian access through
the most direct routes, including to the 2.3 million people still living in
besieged and hard-to-reach areas across Syria through all aid modalities:
cross-line, cross-border and regular programme, in line with UNSC Resolution
2393 (2017).

16.    Particular concerns were noted over the escalation of fighting and
dramatic humanitarian situation still faced by civilians in many parts of
Syria. The Conference stressed the need to ensure that any evacuation of
civilians must be safe, informed, temporary, voluntary in nature and a
solution of last resort including the destination of their choice, the right
to return and the choice to stay, as per IHL. All efforts should be made to
ensure the unconditional medical evacuation of those in need of urgent
medical treatment. Denials of medical supplies and of access to healthcare
are violations of international law and should be stopped at once. The
systematic removal of life-saving medical items from humanitarian convoys is
unacceptable and needs to be addressed once and for all.

17.    Participants agreed that present conditions are not conducive for
voluntary repatriation in safety and dignity. Significant risks remain for
civilians across the country as the situation remains characterised by
continued fighting and displacement, with 2.6 million people displaced in
2017 alone. Conditions for returns, as defined by the UNHCR and according to
international refugee law standards, are not yet fulfilled. Any organised
return should be voluntary and in safety and dignity.

Regional/development

18.    The international community acknowledged and commended the huge
efforts made by the neighbouring countries and their citizens, in particular
Jordan, Lebanon and Turkey, as well as Iraq and Egypt, in hosting millions of
refugees from Syria. Participants recognised the deepening vulnerability of
Syrian refugees, Palestinian refugees from Syria and host communities, which
should be addressed through sustained humanitarian and resilience support.

19.    Participants committed to remaining fully engaged, in a spirit of
partnership, in supporting neighbo    uring countries to address the
challenges they face. Substantial progress has been made by governments,
donors and the UN in implementing the commitments undertaken in London in
2016 and in Brussels in 2017, including through the EU Compacts with Jordan



and Lebanon. However, more should be done to ensure the continued and
effective protection of refugees against risks of forced evictions and
returns and improvement of their legal residency status.

20.    While the countries of the region continue to face enormous
humanitarian challenges, the Conference agreed that increased focus is
required to support reform and longer-term development in a sustainable
manner. It remains critical to support health and education, economic
development, job creation and integration into labour markets, for both host
communities and refugees, especially vulnerable groups such as women and
youth. The Conference underlined the essential need to reach all children and
young people, who will one day have a key role in the recovery and rebuilding
of the region, with quality education and skills training. It expressed
support for targeted resilience programming and an increase in allocations to
women and girls. Extremely vulnerable refugees and host communities will
continue to require support through cash assistance and enhanced social
protection mechanisms. Resettlement was recognised as an essential protection
tool for refugees with heightened protection risks and its importance was
highlighted, together with other legal pathways, in offering safe and
dignified access to safety beyond the immediate region.

21.    The Conference welcomed the Lebanese Government’s Vision for
Stabilisation, Growth and Employment including the Capital Investment
Programme together with its commitment to establish a timetable for reforms
that were presented in Paris on 6 April 2018, whose implementation and
follow-up with the support of the international community is critical. The
Conference also welcomed the Rome II ministerial meeting in support of
Lebanon’s armed and internal security forces that was held on 15 March 2018.

22.    The Conference equally welcomed the fiscal and structural reforms that
are being implemented by the Jordanian Government in a difficult economic
environment, with a view to ensuring fiscal sustainability and improving the
investment climate in line with the “Jordan 2025” vision document and with
the Economic Growth Plan for 2018-22. The Conference also welcomed the UK’s
intention to host an international Conference with Jordan in London later
this year to showcase Jordan’s economic reform plans, its aspiration to
build/enable a thriving private sector, and mobilise support from
international investors and donors.

23.    The Conference commended the Turkish Government for its generous and
large-scale efforts in hosting millions of Syrian refugees and integrating
them into national services, including health, education, employment and
other municipal and social services. Joint frameworks have been established
with the international community under programmes such as the EU Facility for
Refugees in Turkey and the UN Regional Refugee and Resilience Plan 2017-2018.
Addressing the protracted refugee situation will require continued co-
operation along those lines.

24.    Participants committed to supporting further investments to foster
inclusive economic growth and social development in Lebanon and Jordan,
including through concessional financing, blending of grants with loans and
the use of the EU External Investment Plan in cooperation with the support of



European Financial Institutions and the private sector. They commended the
efforts made by host countries to open access to education, water and
sanitation and health services and encouraged further progress. Investment in
infrastructure and in human capital is necessary to improve the quality of
services and will continue to be supported. Participants also noted the
importance of vocational training for refugees and host communities, closely
aligned with private sector labour needs. Protection measures, in particular
the provision of legal residency, should be reinforced.

25.    Inside Syria, support to inclusive and accountable service delivery
and to livelihood opportunities for the affected populations, particularly
women and youth, should continue while ensuring that it does not condone, or
indirectly entrench, social and demographic engineering as a result of forced
displacement and intentional creation of obstacles to return. Work will
address needs related to safe and equal access to civil documentation,
housing and property rights to ensure that the rights of Syrians are
protected and that those displaced are provided the basic conditions to be
able to return to their homes in a dignified, safe and voluntary way when
conditions allow. It is also important to support Syrian civil society,
social cohesion/dialogue and seek to promote accountability and transitional
justice. Funding decisions shall be conflict-sensitive and shall in no way
benefit or assist parties who have allegedly committed war crimes or crimes
against humanity. The UN reiterated that its Parameters and Principles for UN
assistance in Syria will guide UN assistance beyond emergency life-saving aid
in Syria.

Future steps

26.    The EU and the UN committed to tracking the commitments made during
the Conference and reporting regularly on their delivery, including through
reviews at key international events during the year.

27.    Donor countries present at the Conference reiterated that
reconstruction and international support for its implementation will only be
possible once a credible political solution, consistent with UNSCR 2254 and
the Geneva Communiqué, is firmly underway. A successful reconstruction
process also requires minimal conditions for stability and inclusiveness, a
democratic and inclusive government, an agreed development strategy, reliable
and legitimate interlocutors as well as guarantees in terms of funding
accountability. None of these conditions are fulfilled in Syria. In the
meantime, participants agreed to regularly review post-agreement plans,
including those produced by the UN-led post-agreement planning process
initiated by the 2016 London Conference on Syria.

28.    Participants also called upon all parties to release all persons who
are arbitrarily detained, in line with UNSC Resolutions 2254 (2015) and 2268
(2016). Access to all detention facilities should be granted to independent
monitors and information provided on cases of forced disappearances. Ongoing
work on the release of detainees and abductees by all parties is valuable and
can help build confidence between them. Participants expressed support to the
UN proposal for a Standing Secretariat under UN auspices, recently proposed
to support the working group formed by the Astana guarantors.



29.    Finally, participants recalled that transitional justice and
accountability are required for sustainable peace and an inherent part in any
meaningful process of reconciliation. War crimes and violations of
international humanitarian law and human rights abuses need to be
investigated. Any entities and individuals guilty of such violations,
including the use of chemical weapons, must be held accountable. The co-
chairs commended the role of the Commission of Inquiry and welcomed progress
in the work of the International Independent and Impartial Mechanism (IIIM)
and called for continuous efforts to ensure the necessary means for its
functioning. They called for the situation in Syria to be referred to the
ICC.
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Approaches
to safety: one size does not fit all (René Amalberti, Foundation for an
industrial safety culture)

http://www.consilium.europa.eu/en/meetings/international-ministerial-meetings/2018/04/24-25/
http://www.consilium.europa.eu/en/press/press-releases/2018/04/25/brussels-ii-conference-on-supporting-the-future-of-syria-and-the-region-co-chairs-declaration/pdf
http://www.government-world.com/european-rail-safety-summit-2018-2/
http://www.era.europa.eu/Document-Register/Documents/Chris%20Carr_Declaration.pdf
http://www.era.europa.eu/Document-Register/Documents/Chris%20Carr_Declaration.pdf
http://www.era.europa.eu/Document-Register/Documents/OBB_BotschaftKonferenz_Video.mp4
http://www.era.europa.eu/Document-Register/Documents/UIC_RAIL%20SAFETY%20Video.mp4
http://www.era.europa.eu/Document-Register/Documents/Approaches%20to%20safety-one%20size%20does%20not%20fit%20all.pdf
http://www.era.europa.eu/Document-Register/Documents/Approaches%20to%20safety-one%20size%20does%20not%20fit%20all.pdf
http://www.era.europa.eu/Document-Register/Documents/Approaches%20to%20safety-one%20size%20does%20not%20fit%20all.pdf


Session II : Safety Culture and Safety Leadership in High-Risk Industries

Keynote Video message – Violeta Bulc

Promoting a Positive Safety Culture Throughout the Supply Chain in the
Construction of a
Nuclear Power Plant(Teemu Reiman, Fennovoima)

Session III : Railway Safety Culture&The Future of Safety

Railway Safety Culture at SNCF (Frédéric Delorme, SNCF) .

video 2nd slide – DECLARATION_PEPY_SECURITE , 10th slide – Secutire
TV_Feedback from a notable safety event , 19th Slide – Comment Agir De
Maniere Juste et Equitable

Thursday, 12April 2018–Day II

Impulse
speech (Tony Licu, Eurocontrol)

Workshop Session I:

EATM- European Air Traffic Management Material for Interfacing with the Media
Edition

EATM-European Air Traffic Management Just Culture Guidance Material for
Interfacing with the Judicial

Navy – Understanding Human Factors Guide

From
Safety-I to Safety-II White Paper

HINDSIGHT –
18 Safety and Justice

Aviation Declaration signed version

EATM- Safety Data Reporting

System
Thinking for Safety – Ten Principles A White paper
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