
News story: Secretary of State
Appoints Charity Commission Chair

Baroness Tina Stowell has been appointed by the Secretary of State for
Digital, Culture, Media and Sport as the new Chair of the Charity Commission,
for three years from 26 February 2018.

Baroness Stowell will take over from William Shawcross in the role.

Matt Hancock, Secretary of State for Digital, Culture, Media and Sport, said:

Tina Stowell will be a brilliant chair of the Charity Commission
and I am delighted she is taking up this role. It is an important
time for the Commission, and the sector, and I know that she will
work tirelessly to protect and promote the great work that
charities do and ensure they uphold the highest standards of
integrity. I would also like to thank William Shawcross for his
hard work over the past six years.

Baroness Stowell said:

I am delighted to join the Charity Commission, and look forward to
leading a strong board and a committed and expert staff through the
challenges ahead. I will place the public interest at the heart of
everything I do as Chair to build the public’s trust in charities
and the Commission as their regulator. To that end it is vital that
we have a constructive, business-like relationship with all our
stakeholders and I look forward to listening to a wide range of
voices in the days and weeks ahead.

Baroness Stowell of Beeston was Leader of the House of Lords and the Lord
Privy Seal until July 2016.

Tina Stowell was made a peer in January 2011 and joined the Government in
September the same year. As a junior minister she led the landmark Marriage
(Same Sex Couples) Act through the House of Lords in 2013. She was promoted
to Leader of the House of Lords and the Lord Privy Seal in 2014 and re-
appointed to the same Cabinet post after the 2015 General Election.

Before joining the House of Lords Tina Stowell’s career over the previous 25
years crisscrossed government, politics and the media. Until September 2010,
she was the BBC’s Head of Corporate Affairs.

She was a civil servant for ten years, working at the Ministry of Defence in
London, the British Embassy in Washington and 10 Downing Street from 1991 to
1996. She left the Civil Service at the age of 28 and was awarded the MBE in
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the 1996 Queen’s Birthday Honours List.

Notes to editors

This appointment has been made in accordance with the Cabinet Office’s
Governance Code on Public Appointments
The Chair of Charity Commission is appointed by the Secretary of State.
Remuneration for this role is £62,500 for up to two and a half days per
week. The term of appointment will last for three years
In accordance with the Governance Code on Public Appointments, any
significant political activity undertaken by an appointee in the last
five years must be declared. This is defined as including holding
office, public speaking, making a recordable donation, or candidature
for election. Baroness Tina Stowell has declared that she was leader of
the Conservative Party in the House of Lords from 2014-2016; she has
spoken on behalf of the Conservative Party and candidates during
elections campaigns; and has canvassed on behalf of the Conservative
during election campaigns. She has resigned the Conservative Whip in the
House of Lords and become an independent, unaffiliated peer.

Statement to Parliament: Armed Forces’
Pay Review Body Appointments

The Secretary of State for Defence (Rt Hon. Gavin Williamson CBE MP): I am
pleased to announce that the Prime Minister has invited Mr John Steele to
continue to serve as Chair of the Armed Forces’ Pay Review Body for a further
two-month term of office, commencing on 1 March 2018. This allows Mr Steele
to draw Pay Round 18 to a conclusion.

I would also like to take this opportunity to announce that the Prime
Minister has appointed Mr Peter Maddison as the next Chair of the Armed
Forces’ Pay Review Body. His appointment will commence on 1 March 2018 and
run until 28 February 2021.

Both the extension and the appointment have been conducted in accordance with
the guidance of the Office of the Commissioner for Public Appointments.

Statement to Parliament: Armed Forces’
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Pay Review Body Appointments

The Secretary of State for Defence (Rt Hon. Gavin Williamson CBE MP): I am
pleased to announce that the Prime Minister has invited Mr John Steele to
continue to serve as Chair of the Armed Forces’ Pay Review Body for a further
two-month term of office, commencing on 1 March 2018. This allows Mr Steele
to draw Pay Round 18 to a conclusion.

I would also like to take this opportunity to announce that the Prime
Minister has appointed Mr Peter Maddison as the next Chair of the Armed
Forces’ Pay Review Body. His appointment will commence on 1 March 2018 and
run until 28 February 2021.

Both the extension and the appointment have been conducted in accordance with
the guidance of the Office of the Commissioner for Public Appointments.

10 must read books for 2018: chosen by
Nicola Sturgeon, Ian Blackford and
others

March 1st is World Book Day, so we asked some of the SNP’s most avid readers
to give us their must read books for 2018. Happy World Book Day – get
reading!

And why not tell us on social media what your favourite and must read books
of 2018 are too?
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to effectively tackle illegal content
online

In its Communication of September 2017 on tackling illegal content online,
the European Commission promised to monitor progress in tackling illegal
content online and assess whether additional measures are needed to ensure
the swift and proactive detection and removal of illegal content online,
including possible legislative measures to complement the existing regulatory
framework. As a follow-up, the Commission is today recommending a set of
operational measures – accompanied by the necessary safeguards – to be taken
by companies and Member States to further step up this work before it
determines whether it will be necessary to propose legislation. These
recommendations apply to all forms of illegal content ranging from terrorist
content, incitement to hatred and violence, child sexual abuse material,
counterfeit products and copyright infringement.

Terrorist content is most harmful in the first hours of its appearance
because of its fast spreading and entails grave risks to citizens and society
at large. Given this urgency, and in view of calls from EU leaders and
international organisations such as the United Nations and the G7, the
Recommendation puts particular emphasis on terrorist material: it should be
removed within one hour after it has been flagged to the platforms by law
enforcement authorities as well as Europol.

This builds on the on-going work with the industry through various voluntary
initiatives to ensure that the internet is free of illegal content and
reinforces actions taken under different initiatives.

What is considered illegal content online?

What is illegal offline is also illegal online. Illegal content means any
information which is not in compliance with EU law or the law of a Member
State. This includes terrorist content, child sexual abuse material
(Directive on combating sexual abuse of children), illegal hate speech
(Framework Decision on combating certain forms and expressions of racism and
xenophobia by means of criminal law), , commercial scams and frauds (such as
Unfair commercial practices directive or Consumer rights directive) or
breaches of intellectual property rights (such as Directive on the
harmonisation of certain aspects of copyright and related rights in the
information society).

Terrorist content is any material which amounts to terrorist offences under
the EU Directive on combating terrorism or under national laws — including
material produced by, or attributable to, EU or UN listed terrorist
organisations. 

 

What is the link between this Recommendation and the guidelines the
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Commission presented in September 2017?

The objective of this Recommendation is to give effect to the political
guidelines set out in the Communication on tackling illegal content online
presented by the Commission in September 2017. The guidelines remain valid.

Today’s Recommendation takes the work one step further and formally lays down
the operational measures that should be taken by the companies and Member
States regarding the detection and removal of illegal content through
reactive (so called ‘notice and action’) or proactive measures. It contains
precise definitions of the various aspects of countering illegal content
online. It constitutes a further step in the recognition of trusted flaggers
for fighting illegal content and recommends on how notice and action and
proactive measures – including automated tools – can be implemented across
the EU to facilitate removal of illegal content, while adopting appropriate
safeguards in terms of counter-notice, transparency and reporting.

For terrorist content online, the Recommendation recalls the priorities
established under the EU Internet Forum to eliminate terrorist content from
the internet, and clarifies the responsibilities of companies and the type
and scope of measures they should take— especially concerning reactive
measures (notably referrals from competent authorities and Europol), but also
regarding proactive measures. The Recommendation sets out clear mechanisms
for submitting and processing referrals, for the effective detection and
identification of terrorist content, and for preventing its re-appearance,
including specific indications as to the time limits (one hour from the
notification) for assessment and subsequent actions to remove content — such
as referrals submitted by the EU Internet Referral Unit (IRU) at Europol and
Member States’ referral units for which fast-track procedures should be
provided.

Finally, following the calls by EU leaders, the Recommendation advises
regular and transparent reporting by the internet platforms on actions taken
and their tangible impact. This will help assess and consolidate progress
made and inform any decision on whether additional measures are needed to
step up action against terrorist content, as announced in the Commission
Communication from September 2017 and reiterated in the latest report on the
Security Union.

What does the Commission expect from online platforms in terms of preventing,
detecting and removing all forms of illegal content online?

The Recommendation specifies the mechanisms for flagging illegal content
which online platforms should put in place, as well as details on how notices
of illegal content should be processed (notice and action procedures). Online
platforms are also encouraged to take proactive measures to identify and
remove illegal content, including automated means such as upload filters,
where this is appropriate.

In addition, the Recommendation encourages online platforms to cooperate with
Member States, trusted flaggers and among themselves to work together and
benefit from best practices. This will help smaller companies to tackle
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illegal content.

The Recommendation also requires from online platforms a range of
transparency measures, including on their content policy, as well as regular
reporting on their actions taken as regards illegal content. This will also
allow regulators to understand if the proposed measures are effective.

 

Why does the Recommendation differentiate between terrorist content and other
illegal content online?

Complementary recommendations specifically relating to terrorist content are
needed in view of the particularly urgent risks to citizens and society
associated with terrorist content. The dissemination of such content is used
to radicalise and recruit and to procure funding for terrorist activities, to
prepare, instruct and incite attacks.

This Recommendation addresses the need for proactive measures as well as the
required speed of assessment and action against terrorist content, which is
particularly harmful in the first hours of its appearance online. This is in
line with the Commission’s view that sector-specific differences should be
taken into account where appropriate and justified.

The Recommendation builds on and consolidates the progress already achieved
under the EU Internet Forum – a key deliverable of the European Agenda on
Security – whilst recognising the urgent need for a swift and more
comprehensive response. This was reiterated by the European Council of 22-23
June 2017, stating that it “expects industry to […] develop new technology
and tools to improve the automatic detection and removal of content that
incites to terrorist acts. This should be complemented by the relevant
legislative measures at EU level, if necessary.” Similarly, the European
Parliament, in its resolution on Online Platforms of June 2017, urged
platforms “to strengthen measures to tackle illegal and harmful content”,
while calling on the Commission to present proposals to address these issues.

What should be the process of removing terrorist content online?

In line with actions agreed under the EU Internet Forum, the Recommendation
identifies a number of measures to effectively stem the uploading and sharing
of terrorist propaganda online. These include:

Improved referral system:Special mechanisms for the submission of and
follow-up to referrals from competent authorities – as well as Europol’s
Internet Referral Unit – should be put in place along with fast-track
procedures to remove content within one hour of its referral. At the
same time, Member States need to ensure they have the necessary
capabilities and resources to detect, identify and notify terrorist
content to internet platforms.  

One-hour rule for referrals: Considering that terrorist content is
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particularly harmful in the first hours of its appearance online,
companies should as a general rule remove such content within one hour
of its flagging by law enforcement authorities and Europol.

Faster proactive detection and effective removal:Proactive measures,
including automated detection, are needed to effectively and swiftly
detect, identify and expeditiously remove or disable terrorist content
and stop it from reappearing once it has been removed. Companies should
share and optimise appropriate technological tools and put in place
working arrangements for better cooperation with the relevant
authorities, including Europol.

Safeguards: To accurately assess the referred terrorist content, or
content identified via automated tools, companies need to put in place
necessary safeguards — including a human review step before content is
removed, so as to avoid unintended or erroneous removal of content which
is not illegal.  

It is important to note that to fully address the challenge of terrorist
content online, reducing the accessibility of terrorist propaganda is
only one side of the response. The other consists of supporting credible
voices to disseminate positive alternative or counter narratives online.
To this end, the Commission launched the Civil Society Empowerment
Programme (CSEP) under the EU Internet Forum, providing capacity-
building and funding to civil society partners to develop such
narratives.

What are the safeguards to ensure fundamental rights?

It is essential that any measures taken to tackle illegal content online are
subject to adequate and effective safeguards to ensure that the online
platforms prevent the unintended removal of content which is not illegal.

First, the Recommendation calls online platforms to act in a diligent and
proportionate manner towards the content they host, especially when
processing notices and counter-notices and deciding on the possible removal
of or disabling of access to content considered to be illegal.

Particular safeguards, notably human oversight and verifications, should be
provided when online platforms use automated techniques to remove content
(‘Human-in-the-loop’ model), as it requires an assessment of the relevant
context to determine whether or not the content is to be considered illegal.

Second, the Recommendation invites online platforms to give the opportunity
to those who provided content that was removed to contest this decision via a
counter-notice. This will allow that content that was erroneously removed can
be reinstated.

Third, the Recommendation calls for online platforms to regularly publish
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reportsexplaining to the general public how they apply their content
management policies.

Will the Recommendation apply to big and small online platforms? Will small
platforms benefit from any support to remove illegal content?

The Recommendation will apply to all platforms, big and small, as
increasingly smaller platforms have become a soft target for illegal content
online, notably for terrorist content. However, the Recommendation pays a
specific attention to small platforms, by asking for proportionate measures
and recognising that some platforms have only limited resources and
expertise.

The Commission recommends enhanced cooperation between online platforms to
share experiences and technological solutions, in particular to assist
smaller platforms in implementing the Recommendation concerning illegal and
especially terrorist content.

Is the Recommendation modifying the e-Commerce Directive from 2000 which
exempts online intermediaries from liability for the content they manage
under certain conditions?

No. The legal text is without prejudice to the e-Commerce Directive and the
liability provisions it contains. The Commission stated in its 2016
Communication on online platforms that it commits itself to maintaining a
balanced and predictable liability regime for online platforms, as a key
regulatory framework is essential to preserve digital innovation across the
Digital Single Market.

The Recommendation is a non-binding measure and cannot modify the EU acquis.
However, it builds on the scope set by the e-Commerce Directive, regarding
the possibility for self-regulatory efforts by the industry or the
possibility by Member States to establish specific requirements to remove
illegal content online.

What are the links between the Recommendation and the EU audiovisual media
services rules that aim protecting minors online?

The Recommendation is without prejudice of the current negotiation on the
revision of the Audiovisual Media Services Directive (AVMSD). It is
complementary to the revision as the AVMSD includes dedicated legislative
measures for protecting minors online, making sure that social media
platforms protect them from harmful content and all citizens against hate
speech. Detailed measures include tools for users to report and flag harmful
content, age verification or parental control systems.

What are the next steps?

The Commission will closely monitor the actions taken by the online platforms
in response to this Recommendation and determine whether additional steps,
including legislation, are required. The Commission will continue analysing
the progress made and will launch a public consultation in the coming weeks.
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Member States and companies have to submit relevant information on the
removal of terrorist content within three months, and illegal content within
six months.

For terrorist content online, the EU Internet Forum will continue its
voluntary cooperation to progress on its ambitious Action Plan to combat
terrorist content online, covering the use of automated detection of such
illegal content, sharing related technology and tools with smaller companies,
achieve the full implementation and use of the ‘database of hashes’, and
empowering civil society on alternative narratives.

On child sexual abuse material, the Commission will continue to work with
Member States in the implementation of the child sexual abuse directive and
will keep supporting the WeProtect Global Alliance to End Child Sexual
Exploitation Online and the commitments of States and Industry partners in
that framework.

For consumer protection, the Commission is currently working with several
online platforms to improve the safety of products sold online. Further
voluntary commitment is expected from the platforms to improve product safety
beyond their legal obligations.

The Commission will continue to monitor the implementation of the Code of
Conduct on countering illegal online hate speech by the participating IT
companies with the help of civil society organisations. The goal is to extend
the initiative to further online platforms. The Recommendation builds on the
progress made under the Code and complements it by addressing issues such as
transparency and user feedback.  

The Commission put forward an Intellectual Property package, including
guidance on the Directive on the enforcement of intellectual property rights.
It will also continue to work on the establishment of Memoranda of
Understanding with different intermediaries to find concrete solutions for
the removal of counterfeited goods online.

For More Information

Press release: A Europe that protects: Commission reinforces EU response to
illegal content online

Factsheet on Illegal Content Online

Recommendation, Inception Impact Assessment and other useful links

Press release: Security Union: Commission follows up on terrorist
radicalisation

Statement: Removing illegal content online: Commission calls for more efforts
and faster progress from all sides

Press release:Security Union: Commission steps up efforts to tackle illegal
content online
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Communication: Tackling illegal content online – towards an enhanced
responsibility of online platforms
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